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At the start of theAl4dHealthSe@roject it was necessary to elicit requirements from different
perspectives. We identified three main pillars:
1 Userchallenges/business needs
2 Domain requirements
3 Technical requirements

For each pillar methods were defined and the requirements analysis was performed. This
deliverable contains description of methods and results concerning the requirements analysis.
Furthermore, the basic ideas éfl4dHealthSeare presented.

We found that anAl4HealthSedramework needs to work in an environment of different
international and national standards such as ISO 90001. Moreover, it needs to take six challenges
that express tke wishes of potential users into account. 67 technical requirements have been
F2N¥dzZf F GSR 2y GKS olaxa 2F (GKS dzaSNBRQ 6A&AKS
partners. Those requirements also need to be the basis for the future development of a
Al4HealthSeframework.
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1.1 Scope

This document describes the process used for eliciting the requirements. It includes the synthesis of
information obtained from theAl4HealthSeaserrepresentative questionnaires and the approaches
taken for the specification of technology solutions, enriched by requirements from literature analysis.

The first step of identifying user needs, expectations, and concerns is enriched by the desaipt
technology solutions that will be part of thid4HealthSeframework and by requirements excluded
from the literature on cybersecurity in healthcare. For the elicitation of requirements, the pilot
partners of Al4HealthSe¢Fraurhofer, Ebit, UoB, KMNIK)provided representatives of typical end
users or persons in positions to enable them to give more details on the user perspective. External
organizations were included as well. Those organizations were not limited to the healthcare sector
but also irtluded other domains potentially endangered by cybersecurity attatksh as the energy
sector. Furthermore, project partners of the pilot sites gave more information on the respective
organization concerning the company size, and the way of handlingoyiirsecurity issues. The
requirements were collected by means of a questionnaire {oga@ or in bilateral interviews. The
data obtained from the questionnairegre analysedand the requirements were formulated. Finally,
AldHealthSe@ & 9 E (i S NJBbafd (EAB) @ekiew2d\tBe requirements so that this deliverable is
able to give a validated insight intbe requirements towards all4HealthSeframework.

The document has the following scopes:

1. To provide requirements for thal4HealthSe&d NI YS¢g2NJ] FNRBY | G& LA O
including potential enelisers, representatives of pilot organizations and external experts

2. To provide an overview on technical requirements that should be met when designing the
Al4HealthSeframework

3. To provde a domain analysis on requirements from a literature analysis.

1.2 Background: Thé&l4HealthSeéramework

In the digital era the healthcare ecosystem in Europe has turned into a complex mosaic, composed
by large health systems and institutes, single phgsigpractices, device developerstc. This

ecosystem can be defined as a widely distributed, interconnected set of entities (i.e., organizations,
individuals or/and ClIs), processes and services that relies upon interconnected ICT infrastructures,
establisling a dynamic Health Care Supply Chain (HCSC). The established interconnections reflect the
relationships that exist between the involved entities.
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In this context, these HCS are R —

h I I’IZ h| h r /// e 7 N (wearables, implants, sensors etc).
cha aCte ed by a g deg ee ¢ 5 // 4 -V \)\ Proprietary an(’;clotsed(:rcsitsecttres,
Comp|eXIty and |nterc0nnect|V|ty 01 > { Wearables Impl; close range connectivity

R / ’ \ s ] Y

the ICT SyStems AS depICted 4 " Y Y 4 WBAN Protect medical equipment (medical

Figurel, the health care ecosyster ~ /* / m/ BRI v s O . ey

can be represented as bein | ‘ Patients "~ Equipment | comectiviy between few of them. _

composed by four circles of [ \ w

considerationthat puts the patient | \ o ISR NS s

at the Centre Of attentlon ThéII‘St \“ S nformationInfrastru(cture;/ systerrlls,architec.tures etc. Connecti\;itvgbetween

. . . . \ — HClI multiple components inside one institute.

inner circle, our starting point, e ;,,,Tis/,,, ibiesnaonens Kok o

. ntrane - 2

InC|UdeS hTalth Corr;]ponents tha InterdependentHCIIswgil-;;a;lt;:— Protecttheéb:en and distributed health ecosystem (institutes
X A cooperating and exchanging data, remote services, cros:

are Very close to t e USGre.@., N _(.te\!ﬁl"eSuppIyChalnSerVIces/ borger, nev%/business m<g>deglsand markets). Extended y

implants, sensors). Thesecond \ '  (HESCS) | connectvity among institutes, devices, endpoins et
circle encapsulates the previous o e =

one as well as all the medice Tr—
equipment and devices e(g., Figurel. AI4HEALTHSBERcles of Consideration

pathology scanners and servers,

used in health institutes. Thehird circle encloses the two previous ones and incorporates the
individual Health Care Information Infrastructures (HClI$jinally, thefourth and outer circle
contains all the above circles and represents ititerdependentHCliscomposing the whole health
ecosystemincluding the supportingdealth Care Supply Chain Services (HCSCS)

However, the evolving digital interconnectivity of medical ICT systems has also changed the threat
landscape, as the digitalization of patient data is attracting more attenfiom cybercriminals,
producing a wide range of security and privacy challenges and increasing the danger of potential
cybersecurity attacks in Healthcare Infrastructures. Thus, there is an urgent need to ensure that these
identified four distinct areas afonsideration are all properly secured. However, despite the fact that
these areas have their own unique characteristics, they are not independent from each other. Inner
circles can be seen as the building blocks of the external ones, meaning that tivétyset the
external circles is directly affected by the inner ones. Thus, the security aftdrelependentHClIIs

and theHCSCSs directly affected by the security of thedividual HClIghat compose it. However,

it should be noted that the overalesa 1 SY A& y20 &aSOdz2NBR o6& &AYLX
There areinterdependendes between the different layers that have their own specificitiasd
require cross layer coordination.

AI4HEALTHSEB@ | AY Aa G2 SyKIFIyOS GKS aSOdaNAide I yR
ecosystems and the provided medical supply chain services through the provision of Artideel
Intelligence Dynamic Situational Awareness FramewdBxSAF. The main gal of the proposed
approach is to improve, intensify and coordinate the overall security efforts for the effective and
efficient identification, evaluation, investigation and mitigation of realistic risks, threatd multi
dimensional attacks within theyber assets in the four distinateas of consideratiorfFigurel). The
proposed approach seeks to support, prepare and helpltherdependent HCllgarticipating in
different types of HCSCSo: (i) thoroughly assess the vulnerabilities of all cyber assets; (ii)
continuously forecast and evaluate the probability of cyb#acks; (iii) access/receive warnings for
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upcoming attacks and vulnerabilities; (iv) see the canim between indicators of compromise,
advanced persistent threats, cyber alerts and adversaries (v) easily recreate, visualize and forecast
propagation and cascading effects of attacks in thegrdependent HCllsand anticipate how these
attacks propagat across theHCSCSVvi) follow a targeted stepy-step framework providing timely
technical assistance and guidance on investigating and handling complex, interrelated cyber security
incidents and data breaches and extracting all relevant informatior); ggmbine and analyse all
security incidentrelated information and proofs in an effective and accurate manner; and (viii)
receive guidelines and, share information and warnings witH@&lls

In order for DSAFto meet its objectives, it consists of casis of 7 main conceptual layers, 4
horizontalso G WA &1 YR t NAGI O GYF QO ISYAPOI alAyasNI aL
a{ SOdNRA (& 9 O &ydiea v 12 fadela (i MayVieA) HahEdd: ith the’ situational
awareness process and threeertical, thed LY F2NX I GA 2y { KFNAyYy3I 3 LYR
b S ¢ 2 N@spoyfsiblée to distribute, disseminate, seliiblish, broadcast atirculate the security

related information, thed { S O dzNJ ( & incorporatitlly @ Ised &f security, privacy andta
protection features and thed / 2 y-ﬁ/S BAk! yI f & A Qrotiding énhtidbrénsidk ihat 2 v €
Fff26a GKS 1/LLAQ 2LISNIG2NBR (G2 KI@S || 0SGGSNI
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Figure2. Main Aspects and Principles of theIHEALTHSE&mMework

In addition the proposed framework will be built upon a new type of Swarm Intelligence (S}, self
organizing and dynamic collaboration approach implemented through iadividualised
Autonomous Networking protocol (Figure 2) that provides autonomic deployment, cluster
formulation and hierarchicadlommunication in HClIs. This protocol, will connect the four circles of
the health ecosystem groupingdividual ICT elements, systeyasid components into a population

of simple or group of nodes, namedCS nodeggroup of ICT assets or individual HCIIs), allowing
them to interact locally with one another and with their Interdependent Health Care envirahrive

this way, the proposed protocol will build networking infrastructures that manage the effective
coordination of the AICS nodes loterdependent HCIllby defining and leveraging the actions that
should be performed by them. These agents are linkagether and cooperate with each other
through local interactions to achieve distributed optimization of the risk analysis and incident
handling in real time. The continuous diffusion of securated information across the network
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enables the agents toptimize the evaluation and mitigation of the interdependent threats and risks
as well the investigation of complex security events and data breaches.

1.3 Contribution to other work packages and tasks

This deliverablé®2.1 is the result of Taskt M KA OK A& LI NI 2F 22NJ ¢t
pilot requirements, evaluation metrics ald4HEALTHSEOND KA (0 SO G dzNB ¢ @

This WP contributes to others in the project:

LG AYyGSNF OOa z)\uZ(NHIt;/o)\IcSB?Séé)\zEI;/NJf TA)/éj@fch’x)\S %;/AGISV
Re&ylYAO C)éc‘)SNJ arddz A2y f I 6 NBySaa aedaidsSyvyésxs
g NBySaa acdaiasSvyeo

The objectives of WP2 are:

1 To elicit andanalyse requirements associated with the needs of the digital healthcare
environments including andther sectorsas well

1 To specify the redife pilot scenario of the project

1 To entail a preliminary analysis of the legal and ethical framework applicaBlelktealthSec

1 To provide the specifications of thel4HealthSearchitecture andnterfaces and delineate
the implementation process to be undertaken within the project

1 To identify the higHevel legal and ethical requirements associated with the technological
innovation of the project and

1 To define the appropriate evaluation methodglyp and corresponding metrics for the
demonstration of the unique characteristics df4HealthSec

The requirementswill be considered in WP3 and WP4

This deliverable D2.1 is the basis by providing the broader contexitdiealthSeframework should
take nto account.

Moreover,2 t H LINP @A RS A Ay Llzi HtdNieAldHealtiSesAs 2013Y ¢RWS OS2

Task 2.1 will provide the basis for T2.3 where a methodology and certain metrics (specified in the
form of Key Performance Indicators) for the qualitativelgd quantitatively evaluation of the
identified requirements will be developed. [3will detail pilot scenarios and user requinents
according to the pilots.

Task 2.1 will furthermore provide user requirements as input for Task 2.4 in order to prachetef
functional and norfunctional requirements provided and validated by thAelHealthSetlealth Care
operators, which will describe in detail what functionalities will be implemented and how.

Requirements defined in this deliverable will have to be transferred to the technical perspective
which will be presented in D2.4.
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1.4 Structure of the document
This document is structured in seven main sections:

After the introduction chapter, the methodssed for user requirements analysis, for the domain
requirements elicitation and analysis and for the identification of cybersecurity tools and system
requirements, and for the input by the EAB are described.

The third chapter contains results from the usequirements analysis. Afterward®sults from the
literature analysis, for the identification of cybersecurity tools and from the validation by the EAB are
included. Finally, a conclusion is drawn.

2 WSl dANBYSyia 9ftAOAGIGARZY YR ! yIfearsa

2.1 Seurity requirements engineering process

The security requirements engineering process entails the way that key project objectives will be
materialised into concrete expectations of the intended end users fronAtdélealthSetramework.

Such users belontp teams with discrete roles in the cyber security arena, like a community
emergency response team (CERTgeaurity Operations Centre (SOC) and a computer security
incident response team (CSIRT). The roles in these teams in an interconnected hospaahssvt

are entitled with responsibilities to collect information about cylstacks, monitor and analyse
potential incidents, evaluate the identified events, and eventually propose and apply actions in
response to these events.

The main objectives of éhAl4HealthSeproject are summarized in the following lines:

91 Detection and analysis of cybattacks and threats on Health Care Information Infrastructures
(HClIs)

1 Knowledge awareness on cyber security and privacy risks

1 Reaction capabilities in casessdcurity and privacy breaches

1 Exchange of reliable and trusted incidaetated information

Toachieve these objectives, the project will define, develop and validate a framework that supports
the implementation of two main processes, namely tRsk Assesment Process (RAP) and the
IncidentHandlingProcess(IHP). The establishment of the respective framework needs to stand on
top of solid user requirements that express the expectations of the teams in the cyber security
domain for support in managing cybattacks and minimising the impact from their existence in the
HCllIs through the implementation of relevant preventive, detective, and corrective mechanisms. To
this end, this deliverable presents and implements adefined methodology for the elicitatio of
security related requirements in thAl4HealthSeroject for the design and development of the
relevant framework.
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Process Boundaries

Project

Objectives

Intended
Stakeholders

‘ Risk Management ‘ CERT, SOC, CSIRT, etc.
Incident Handling

Collection Pillars

Literature Tools
Analysis Exploration
Users Market Technology
Perspective Perspective Perspective

Quality Check Vahdatmn
/ Enrichment
High Level Advisory
Requirements Board

Figure3: The process for collecting user requirements irAldélealthSeproject.

In this methodology theequirements elicitation process unfolds in three parallel pillars, which are
presented inFigure3 and are analysed below:

The endusergyillar: in this pillar, we idlude the activities for engaging representatives from the
intended stakeholders to come up with high level requirements on the way thaAtdelealthSec
framework will assist them in exercising their everyday activities for managing risks and handling
inddents. The objectives of this pillar will be analysed in Sediware. L'origine riferimento non é

stata trovata.

The crosglomain literature analysis pillar: in this pillar, we aim to depi@mtngin agnostic trends in

the cyber security field with respect to the implementation of the RAP and IHP processes, by analysing
the literature for best practices and guidelines in a variety of business domains, like digital health and
healthcare, financdpgistics, etc. This pillar showcases the close link of the activities in task T2.1 with
the other tasks in WP2, and especially task T2.2. The objectives of this pillar will be analysed in Section
Errore. L'origine riferimento non é stata trovata.

The tools exploration pillar: in this pillar, we introduce the analysis of existing tools to operate the
two processes (RAP and IHP) as the baseline for identifying new challenges and specifying additional
functions and features to be delivered in th¢4HalthSedramework. The objectives of this pillar

will be analysed in Sectiderrore. L'origine riferimento non e stata trovata.

As shown irFigure3, these three pillars present a set of independent streams for commencing the
work in the elicitation of highevel user requirements for thél4HealthSedramework. As an
additional quality check before releasingid list, we have already identified the importance of
requirements enrichment and validation by the project Advisory Board, as an external and subjective
board of experts in the cyber security field not only on the healthcare domain, but also in adbitiona
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business sectors that would essentially raise similar challenges in their risk assessment and incident
handling processes. More about this step in the methodology is presented in Section 2.5.

2.2 Business Needs/User Challenges Elicitation and analysis

Thefirst large analysis area dealt with the elicitation and analysis of business needs. Those needs
should represent challenges that have to be met when further designing AlHealthSec
framework. For thigpurpose specialquestionnaires were developed.he questionnaires can be
found in the appendix of this deliverable.

2.2.1 Objectives of the questionnaires, creation of the questionnaires

All questionnaires were developed iteratively with all WP2 project partners. The objective for the
internal questionnairessithreefold:

1. To elicit organizational characteristics concerning cybersecurity policies and training

2. To elicit wishes and expectations towards a cybersecurity framework

3. To elicit the knowledge and involvement of different potential user groupsapb@rsecurity
issues at their organization

The external questionnaires did focus on the elicitation of organizational characteristics and on the
analysis of wishes and expectations towards a cybersecurity framework.

Before creating the questionnairesach pilot partner was asked to define the typical user groups in
their organization; they filled in a form which asked the following questions:

1. Whomwill you hand the questionnaire?
2. Are thosepeople also the possible end useo$ an Al4HealthSesysten?
1 Ifthose people araot the end users: Why did you choose them to fill out the
guestionnaire?
3. Who arethe actual end usersn your use case? (if they are not the same people that will answer the
guestionnaires) people that will answer the questionnajre
4. What did you think were theossible advantages aAl4HealthSesystem could offetto the
persons that will fill out the questionnaire when you created your use cases?
5. Are there anyifficulties when it comes to the conduction of the questionnaire&.g. are there
strict time constraints of the potential participants? Do the potential participants have only low
motivation to participate?
6. In whatsetting can the participants answer the questionnairdsg.,in their workplace, at home.
7. Will the postble participants get amstruction on the projectbefore they fill out the questionnaire
or will they have never heard of the proje&t4HealthSebefore?
8. Will the possible participants haveard of cybersecurity topicbefore or are they completely ahk
on this topic?
Based on the answers to the questions for each defined user group an internal questionnaire was designed
which fit to the expected motivation

2.2.2 Questionnaire content and structure

In total, ten questionnaires for the internal userrequfeSy G a 'yl f@aAa oAdPSP |
pilot partners) were created (internal questionnairesypne questionnaire for each preefined use
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scenario. In addition, one questionnaire for the external use outsidel4iHealthSepartners was
developed(external questionnaire).

As the internal questionnaires should ask certain possible user groups for their wishes and
expectationsas well agor organizational details concernipgrsonal experiences with cybattacks

and cybersecurity and also hopes and wishesAfigiHealthSecomponents and possible fears and
objections they were designed to fit to each group of persons that are part of the user scenarios.
Fraunhofer provided three different pilot scenari@sie of them was separated between users with
decent and users with less experienoa cybersecurity topics. UoB, EBIT alkdINIKprovided
together apilot scenario. UoB and EBIT received one internal questionnaire to fit all pilot KE&XEK

three different questionnaires so that they fit to distinct potential end users at their site.

All Al4HealthSepartners used the same external questionnaire to hand it to organizations outside
of the project consortium from different domains (not only healthcaret &.9.,energy, logistics).

Both internal and external questionnaires consisted of two main parts: One part focusing on
organizational details, and one wishes and expectations for a cybersecurity framework. For the
internal questionnaires only one partndiad to answer the part on organizational details as we
needed those input only once. The second part of the internal questionnaire was to be fulfilled by
several potential end users provided by each pilot partner.

External organizations were all askealfill in both parts of the questionnaire. All questionnaires
contain both closed and open questions. Open questions were mainly included to ask for wishes and
expectations towards a cybersecurity framework.

The first part (part A) of the internal questionnawasfilled in by only one member of each pilot
organization of theAl4HealthSeproject contained the following question categories:

- Details of organization (Public/private organization; size of orgdiain)

- Details on security management (Outsourced ehause security and incident
management; security management standards; incident response teams, procedures to
cover cyberattacks; response capabilities; procedures to estimate cascading effects of
security events; cooperation and exchange with external entities to share incident
information; automated mechanisms to support incident handling process; collection of
securityrelated data; performance of cybeisk assessments)

- Details on training o$taff regarding cybesecurity (drills provided)

- Employment of solution to centralize incident information for organizatide perspective

Part B of the internal questionnaire consisted of the following topics:
- Vulnerable groups in the organization
- Prekrred features ofAl4HealthSeframework
- Concerns againgtl4HealthSeframework
- Main possible benefits dkl4HealthSetramework
- Knowledge on cybersecurity and situational awareness of the staff
- Form of interaction withAl4HealthSetramework (interactivers. autonomous system;
invisible vs. visible system)
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- Experience with cybesecurity incidents

The External Questionnaires contained questions from both parts A and B of the internal
guestionnaires.

2.2.3 Methodology foranalysing the user requirements questionaire

The answers given in the closed questions waralysedin a descriptive manner using MS Excel. We

did not intend to get statistically significant answe@ dzi Ay aA3IKiGa Aydaz2 LR
preconditions and expectations. Open questions wanglysed using response categories. Those
categories evolved while reading the given answers and by grouping them according to similar answer
aspects.

2.3 Domain requirements kcitation and analysis

This section provides information on how the project partnéi@ve approached the domain
requirements elicitation and analysis taskfocuses only on the approach and it does not discuss the
results of the activity. Results are presented in Section 4.

The methodology for the domain requirements elicitatiobased on a detailed literature review that
focuses on the identification of the state of the art related to security standards, regulations and best
practices for digital security of the healthcare sector. As part of this we consider standards such
aslS0OZ001, 1SO27005, 1ISO28000, and the CEN/TC 251 Commetjeéations such as the General
Data Protection Regulation (GDPRNnd recommended best practicesuch as the Technical
Safeguards for Data Security. As part of this, our approach identifies angsamahe healthcare
market based on theAl4HealthSecircles of consideration, i.e. health components (first circle),
medical equipment (second circle), individual HClIs (third circle) and interconnected HClIIs (fourth
circle).

2.4 Cybersecurity tools and systesrequirements elicitation and analysis

As we mentioned in sections 1.2, and 2.1 and as we have introduced in the DoAl4thealthSec
framework defines two methodological processes and implements a set of tools to support
stakeholders in the healthcarecosystem to realise security and privacy risks and address related
implications arising from the detection and analysis of cyditéasicks on the respective HClls. The
relevant mechanisms that the project will develop are to be deployed across the fols tearcles

of consideration, ranging from devices within the patient personal space (i.e. wearables and implants)
2NJ dzZASR Ay GKS YSRAOIfT LINRPFSaarzylfaQ 2FFA0Sa
and devices, client side software, étto the integrated hardware and software solutions comprising
individual and interconnected HClIs (like laboratory and hospital information systems, PACS, etc.).

The envisaged contribution éfi4HealthSespans across the specification and implementatd the

tool supported methodologies for privacy and risk assessment and -@ttsaks related incident
handling. The project provides the corresponding mechanisms and software components for the
development of these methodological processes. These degodsed into four horizontal and three
vertical layers, as shown Kigure4 and they are summarised into the following hilglvel functions

that the Al4HealthSeframework should address:
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1 Risk and privacy assessment: implement mechanisms for assessing the performance of risk
and privacy management practices appltednterconnected assets found in HClIs.

1 Incident management and realisation: implement mechanismategrating and correlating
security and riskelated information and detecting anomalies with respect to cyagacks.

1 Cyberattacks forecasting and implications: implement mechanisms for constructing the path
for the impact of detected anomalies acraasthe assets in the interconnected HCIls.

1 Response and knowledge sharing: implement mechanisms for supporting decision making for
the enactment of mitigation actions and establishing and sharing a knowledge base with
lessons learnt.

\ AN
Horizontal Layer 1
Risk and Privacy management
& Cyber-Attack Forecasting

Vertical Layer 1 .
Information Sharing & Individualised Medical _‘

Autonomous Networking Equipment Horizontal Layer 2

_‘ Incident Identification

Vertical Layer 2
Security and Privacy 5
Individual HClls Horizontal Layer 3

- Security Events Evaluation

Vertical Layer 3
Context-Rich/Analytical Exploration

Horizontal Layer 4

Analysis and Decision-Making
Interdependent HClls

Internet

Figured: The overall conceptual elements of thiéHealthSeframework

The mechanisms that the framework needs to develop have been partially addressed in existing
solutions and approaches that most of the technical partners in the Consortium Hesady
introduced into the market and need to be further developed and extended, subject to the research
activities that the project foresees in WR3INP5. The respective tools and services wilabalysed

in Section 5 of this document with the aim to pemt the current maturity of relevant technical
solutions and identify additional requirements that the intended users of the framework may have
towards building a chain of technical tools and services that develop the mechanisms of the risk and
privacy asessment and incident handling processes.
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Toprocess the input from all partners and facilitate the elicitation of user requirements are presented
Ay (KS (22f4&Q FRirdIfvedsfing aitémplate Jar the desdttipfoh of the proposed
components, which can take the form of a tool, a software solution or a service. This template consists
of the following sections:

1 Short description: an overview of what thegposed component can bring into the project, the
intention of use and the scientific and/or business problems it solves with respect to the afore
mentioned highlevel functions.

1 Key features: a short analysis of the key functions of the component.

1 Componat advantages: a brief introductioof the strong points of the component and the
potential weak aspects that need to be considered, as well as the advantages and disadvantages
of the use of this component in the context of thé4HealthSeproject.

1 Example usage scenario(s): a set of «taren scenarios detailing on the steps that a business
stakeholder needs to follow to realize the key features of the component, presenting the
information that need to be fed into the component and the expectetpoti data.

1 Expected extensions / new implementations: a summary of the functionalities that can be
delivered within the scope of thAl4HealthSe@roject and their position with respect to the
horizontal and vertical layers of the Framework, as presemédgure4.

As a result of this process, we will be able to identify the challenges th&lttéealthSetramework
will have to address, in order to allow the intendetiakeholderto intregrate the proposed
components into the methodologies for privacy and risk assessment and -aftbeks related
incident handling.

2.5 EABengagement in user requirements elicitation and analysis

All user requirements elicited by the metheddescribed above were then presented to the
Al4HealthSeExternal Advisory Board (EAB). For this,tidmkproject consortium organized an online
video call with three EAB experts from medical informatics, the finance sector and biomedical
engineering.

The objective of the EAB engagement was not to validate the requirements but to get feedback from
the experts regarding further project steps ahihts on how to deal with the requirements.

3 wSadzZ Gay .dzaAySaa ySSRaAkdzaSNI OKIffSy3a
The following chapter presents the findings from the first pillar of requirements analysis as presented

in Figure3. The user perspective is the basis for the further elicitation of more concrete technical
requirements. In totgl we collected 31 internal user requirements questionnaires. Most
guestionnaireshave been filledn completely.
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3.1 Internal user requirements analysis: Part@Anformation on pilotsitessecurity

policies
Most pilots adopted or plan to adopt several security management standards, including 1ISO9001,
ISO/IEC 27001 or more specifically B3S which is a hespéeific security standard. There are no
automated mechanisms to support the incident handling procesgployed at the pilot sites.
Securityrelated data €.9.,logs, attacks) are collected by the hospital site which also stores them in
files. There is also some exchange between the pilots and other organizations regarding attack
related data,e.g.,the hospital site collects data from other hospitals. The hospital site has disaster
recovery policies, malicious software policies, and network access policies and/or procedures in
L I OS® CNI dzy K2FSNRa LIAf20 aAdS T oIecuGNdCRaE LIN
management, disaster recovery, access control, network access and identification and authentication
policies and/or proceduredn all internal organizations there is trained and romined personnel in
terms of cybersecurity. Numeras organizations are offerir{@r plan to offer) training programs for
the employees.

3.2 Internal user requirements analysis: Part Bisights intoparticipants background
and experience with cybersecurity

Part B of the questionnaire wéifled inby severamembers of the pilot organizations. From all project
pilot partners, the following person groups answered the internal questionnaires:

- Biobank operators

- Biologists

- Medical wearables app developers

- Medical wearables backend developers

- Developers of biobdnapplications

- Software developers of implantable medical devices

- Hardware developers of implantable devices

- Living Lab researcher

- l2aLAdlrtQa RIEGE aSOdaNRGe 2FFAOSNI
- Nursing manager

- 1 2aLAGHE QA O2yGNREfSNI I dzYty wSaz2dz2NDOSa
- Administration of laboratory IT in aokpital

- Disaster concept developer hospital

- Product manager healthcare

- Project engineer healthcare

- Post Sales manager healthcare IT

- Help desk technical support manager hospital

- PreSales manager healthcare IT

- R&D manager healthcare IT

- Test managehealthcare IT
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- Installation manager healthcare IT
- Integration manager healthcare IT

The findingF NBY G KS Ay dSNY I farepid@ited hihe fillavng.Qa | vy & aA

3.2.1 Vulnerable groups regarding cybeattacks at the pilot sites

The most vulnerablgroups in regard to cybesecurity incidents were found to be patients, followed
by physicians. For more groups Sesblel.

Tablel: Vulnerabt groups

Vulnerable Groups Reason of vulnerability

Patients/Residents of the Living Lab At risk of suffering consequences from
cyber attacks.

Physicians At risk causing dangerous cybersecurity
situations./

At risk of suffering consequences from
cyberattacks.

Hospital Managers At risk of suffering consequences from
cyberattacks.

Researchers depending on biomaterial | At risk of suffering consequences from
cyberattacks.

Other hospital staff At risk of suffering consequences from
cyberattacks./

At risk causing dangerous cybersecurity
situations.

Hospital as a whole organization At risk of suffering consequences from
cyberattacks.

Patients resp. resident®f the Living Lab clearly were seen as the most vulnerable group as the
negative consegences evolving from cybersecurity breaches would affect them most directly,
potentially even resulting in the loss of life of patiengésy(,when important medical information for

the treatment of a patientis compromised or lost or when there is a malf@ioning implantable
medical device).

Physiciansare characterisedas vulnerable as well in terms of their tendency to have to work under
time constraints in combination with a potentially low level of cybersecurity awarenéssover,
physiciangrepreenting the end user of software in healthcare id@ntified asare consideredhe

most relevant gateway for malware and cyberattacks. Of course, physicians are also the ones to suffer
from consequences if they are not able to access patient data needéldewmraily work as well.
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Hospital managerscharacterisedre at risk as well,because they could potentially be victims of
blackmailing approachesnedical researchersire vulnerable in termef not being able toanalyse
biomaterial in biobanks due to a loss of data.

Further hospital staffis both at risk for causing and suffering from cyberattacks; and one participant
TNRBY GKS K2alLMAwdart adrkriSR GKFG GKS aK2aLMAGEHE F
coud cause high cost to clean up the IT system after an attack.

3.2.2 Insights: Members of pilot organizations on risk awareness, organization policies
and experiences with cybersecurity topics

Enriching the finding that patients/residendse consideredhe mostvulnerablegroupto suffer from

the consequences of cyberattacks, it became clear that, in the hospital setting, most of the hospital
members thatfilled in the questionnaire saw medical sta.(., physicians and nursess not
knowledgeable enough orylgersecurity to prevent dangerous situatiohsaddition the training on
cybersecurity for medical staff seems to be not sufficient enough to prevent critical incidents.

Similar findingsdelivered for administrative staff at the hospital: Although thegight be more
proficient still both knowledge and training concerning cybersecastyppears to be sufficient.

For all participants of the internal user requirements analysigas found that most participantself
assesse@n average&knowledge of cybersecurity topi¢s=22). Nevertheless, some stated that they
had only below average knowledge (n=Biglre5).

Seltassessed knowledge on Cykszcurity

22

= very high = rather high = average = below average = no answer

Figure5: Séf-assessed knowledge on cybersecurity topics

Half of the participants (n=17) stated that they hdween trained by their organization on cyber
security topicsthe other half was not trained (n=1Hourof the 17 participants that have not been
trained by their ownorganization have neverthelessbeen trained by otheorgankeations Thus, we
have the finding that slightly more participardse getting trainecn cybersecurity topics.
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Is training crucial for preventing cybersecurity breaches? We tried to get more insights into this aspect
by asking what measurement concerning cybersecurity e@assideredas most important: In the
hospital setting it appeared that measures concerningnirgg and awareness on cybersecurity were
consideredas more important than technologyased solutions. Nevertheless, in generdhas been

stated that both, technical solutions and the creation of higher awarersssmportant to create a

more securecyber environment at the hospital.

When it comes to th@ersonal experiences with cybersecurity incidgibtes beerfound for all pilot

sites, that numerous persons have already personally encountered cybersecurity incidents and knew
only partially whato do in this situationKigure6, Figure?7) .

encountered Cyber-Security incidents over past
3 years

myes mno

Figure6: Encountered cybersecurity incidents over the past 3 years
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Knew what to do

m did not know what to do and got no help
= was a bit unsure but got help

= yes, completely knew what to do

Figure7: Knowledge what to do in case of cybersecurity incident
¢CKS LIAf20G 2NHIYAT I GA 2 yivdieed MKYSANNEO 21 YNB y28yTE:as7 NJkaN,
of the participants stated thelgave beennvolved, 13answeredhat theyarenot involved yet Figure
8).

Personal involvement in risk management
process

myes ®mnNO = mMissing answer

Figure8: Personal involvement in risk management process

Most participants of all pilot siteare not yet personallyinvolved in cybersecurity tasks=19); 13
persons have been involveHigure9).
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Personal involvement in cybsecurity tasks

myes mnNO missing answer

Figure9: Personal involvement in cybsecurity tasks
Thosecybersecurityrelatedtasksincluded:

1 the management of post sales installations in healthcare IT

1 the active protection of the personal IT work environment

1 the creation of risk analysis and testing concepts for healthcare IT products
1

the specification of a data protection concept in the development of disease management
solutions with wearables and anks

=

the operational monitoring of biobank equipment and infrastructure

1 the participation in the development of secured wbhsed database applications for
biobanks which integrates authentication and aceesstrol frameworks

1 to take care of possible cgbthreats during the development of products
T 0KS RS@St2LIYSyid 2F I O2YLX SGS RA&alFadSNI YIyYy
structures

1 the performance or review of policies in reference to cybecurity,e.g.,password policy,
writing down the tecimical and organizational measures for processing personal data

az2zald LINIGAOALIYGaEa 2F |ff LAf20 arAdsSa | ANBSR
policyisable to improve the situational awarenesgarding cybersecurity (n=25 agreed togagly
agreed). Although, a large part (n=6) did not know how to answer this questigar€10).
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Security Incident Mgt. Policy allows to improve
Situational Awareness

l\

= strongly agree = agree = disagree = No Answer/don't know

FigurelO: Policy allows to improv&tuational awareness concerning cybersecurity

Apparently, it is recognized that an organizatwite securityawareness is important. Most
participants consider theiresp. organizatiomo bein favourof engaging in a CIP programlso most

participantssaid that they would find it very useful or useful if their organization participated in a CIP
program (several did not answer this questiolRjgurell).

Opinion security officers towards CIP
engagement

m strongly in favor mratherin favor = rather ambivalent = strongly ambivalent

Figurell: Opinion of organization's security officers towards engagement in CIP program

We got a rather heterogeneous picture regarding the wish fais#ility of an external cybesecurity
frameworkin the daily work life: 13 participants stated that theyould preferit invisible in the
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background whereas 17Avould expect it visible for them, e.g. by providing regular status reports
(Figurel?2).

What do you wish an external framework should
look like in your daily work life?

= invisible in the background = visible, e.g. by regular status report= no answer

Figurel2: Invisible vs. visible framework

For the question ohow to interact with an external cybersecurity framewarkhe daily work life
the answers were re clear: 22 participantsvould like to have a framework that would run
completely by itself; would prefera framework that would need input by the uséfigurel3).

Do you wish to interact with an external cyber
security framework in your daily work life?

\

= No, | would like to have a system that runs completely by itself
= Yes, | would like to have a system that needs input by me

= invalid answer

Figurel3: Interaction with external cybersecurity framework
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In the following there is a conclusion of the findings of the internal user requirements analysis mostly
regarding the closed questions of the questionnaires:

There is a mixed picture of availability of training on cybersecurity topics and awareness amongst the
pilot organizations: Not every staff member has access to training. Nevertheless, most of the
participants see themselves as at least average knowledgeabarding cybersecurity topics.

Especiallymedical staff at the hospital might not be trained enough to prevent critical egbeurity
situations.

Several participants have yet experienced critical situations themselves and only some of them knew
what to do.Notwithstanding there is a relatively high engagement in cybersecurity tasks among the
participants.

In general, the pilot organizations seem to be in favour of engaging in a CIP pragsanell a®
enable a higher situational awareness ie tiwvhole organizatiomas well

An external framework that would help with creating a higher cybersecurity would preferably run by
itself but should possibly provide regular status reports.

3.3 External user requirements analysis

From all project partners weotlected 30 external user requirements questionnaires. The external
organizations that answered the questionnaire originated from the following domains:

Finance domain

Health domain

Logistic domain

High culture and research on telecommunications and mfation technologies

Public administration on digital innovation

Education (university)

Archiving and conservation of documents coming from different domains (health, legal,
financial)

Energy

Non-profit organization

Insurance

IT

Certification body

Drinkingwater supply sector

= =4 =4 -4 -8 -8 -9

= =4 4 -4 -8 -

3.3.1 External user requirements analysis: Information on security policies

Inhouse as well as outsourcesgcurity and incident management modele adopted among the
external organizations, several use also mixed approaches where sevatal gfa security
management are outsourcewhereas other parts stay inhousgecurity management standards and
protocolsare mainly adoptedincluding ISO 9001, ISO/IEC 27001, ISO 20000, ISO/IEC 27002, ISO/IEC
27005, NIST SP830, NIST SP8@L, the NISTramework for improving critical infrastructure
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cybersecuritythe 1ISO 14001:201&tandard for environmental management systems atfter more
sectorspecific standards.

Policies and proceduresncerningsuch asncident handling response, information security incident
management, disaster recovery or security monitoring are mostiynmon at the external
organizations.

Most (n=23/29) organizations have arcident response teanm case of a security breach; alde

most of them (n=22/29) have procedures to cover cyberattacksth regardsthe employment of
advanced response capabilities to effectively respond to cybersecurity indiderftsding was not

so clear: 16 of 29 organizatiohadactuallyemployed such capabilitieemploy them whereas 13 did

not have such capabilities or the representatives of the organization did not give an answer to this
guestion.

MostoNB I YAT I A2y QansefedIRBSHSY i IKEA BBIR O SaRcadriB éffec& ® G A Y
The same findingvastrue with the question if the organizatiocooperated with external entitgeto
correlate and share incident information to achieve a croggnizational perspective on incident
g1 NBySaa oylrmn aeSaésy yImMH aGy2¢600

16 organizations repsentatives stated that they havewalnerability management proces$hree
participantsstated thatthis processs performed at least yearlywhereas three reported that it is
performed (or planned to be performed) on a daily basis. Some organizations used vulnerability
databases such as OWASP, Nessus, CVE, NVD or Secunia.

The majority of theexternal organizationgo not usetools or suites to run a dynamic (penetration)
testing of their ICT infrastructure (n=18 Y2 € YT MM ¢ & S a ¢ dodse IsUEh tdiols MésS & K
perform the tests yearly (n=3) or ad hoc (n=3) with the help of tools from third parties or, if internal,
Nmap, openvas, burp suite, wireshark and other tools.

Thelargest part of organizationsionitors their infrastructures for malicious activiti@s=22) using
mostly antivirus software.

In the most external organization a few, but notstkff members are skilled and trained on security

and incident handling paticesé Y I' my dal TS g&éT YT ¢ atthedamé énEmostlI’ m  d
organizations are offering or at least are willing to offaining programs tats employeesoncerning
cybersecurity awareness (n=16).

3.3.2 External user requirements analysis: Vulndia groups

Vulnerable groupst RSY GAFTASR Ay (GKS 1jdzSadAz2yyl ANBa F2NJ
included the ones that are presentedTiable2.

Table2: Vulnerable groups external user requirements analysis

Vulnerable Group Reason of Vulnerability

Patients/refugees/students/final customer{ At risk of suffering consequences frg
cyberattacks.

Doctors/Nurses/nortechnical staff At risk causing dangerous cyksgcurity
situations /
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At risk of suffering consequences frg
cyberattacks.

Staff membersd.g.,office workers, systen| At risk causing dangerous cykscurity
admins, crew on board of a ship) situations/ At risk of sufering consequence
from cyberattacks.

Similar to the findings from the internal user requirements analygise found that external
2NBFYATFGA2yQa NBLINBaSyidlatAgSa rfaz2 GSyR (2 3
situations that are nbtechnical savvy and those groups as suffering from consequences that are
linked to sensitive data. It became very cléam the answers thathere is acybersecurity awareness
gapamongst staff memberg/hich is considerethe biggest vulnerability.

3.3.3 Insights: Representative of external organization on risk awareness, organization
policies and experiences with cybersecurity topics

The representatives of external organizati@ppeared to benore knowledgeable on cybesecurity
topics han the members of the internal organizatioQd 8 reported that they have rather or very
high knowledge, 10 stated that they have an average knowleBggi(el4). Thisfinding might be
connectedo the fact that external organizations that have been contacted by our project consortium
probably provided more, in terms of cybersecurity, experienced staff members to answer the
guestions than internal organizations did.

SeltAssessed Knowledge on CySsrcurity

10

= No Answer = Below Average = Average = Rather High = Very High

Figurel4: External_selassessed knowledge on cybersecurity

17 of 29 participantansweredhat they have not beetrained by their organization on cybersecurity
topics only 11 have been traineloly the respective organizatiomMevertheless eight of the persons
that have not been trained by their own stated that they have b&@amed by another organization
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(Figure15.{ AYAf I NJ (2 GKS Ayl SNe larges NaRappearstrhiied ény & Q
cybersecurity topics.

Trained on Cybe®ecurity Topics

myes mno = No Answer
Figurels: External_trained on cybersecurity by own arigation
Regardingpersonal experience with cybersecurity incidetite largest part indeed did encounter

them in the pasthree years (n=17), most of them have also been personally been involved. Of these
persons most knew what to do (n=5) or got haig1) Figurel6, Figurel?).

encountered CybeEecurity incidents over past
3 years

myes mnN0o = noanswer

Figurel6: External_encountered cybersecurity incidents
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Knew what to do

D

= yes, completely knew what to do
= was a bit unsure but got help
did not know what to do and got no help

® N0 answer

Figurel7: External_knew what to do in case of incident

Similarto the internd organizationsmost ofthe external companieare not yet personallynvolved
in cybersecurity task:=16); 13 persons have been involved.

Those task# cybersecurityncludedfor the representatives of the external organizations

T

= =2 =4 A

Most participants of all external organizations agreed or strongly agreed that thgsmiZ- G A 2 y Q &

Internal Audits and/ulnerability Assessments

Team membership of an incident response team

Logging of user access

Writing and reviewing of cybesecurity policies and procedures

Access control performance

security incident managemenpolicy is able to improve the situational awarenessgarding
cybersecurity (n=25 agreed or strongly agreéd(rel8).
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Security Incident Mgt. Policy allows to improve
Situational Awareness

\{

= strongly agree = agree = disagree = strongly disagree = no answer

Figurel8: External_Policy allow to improve situational awareness concerning cybersecurity

Most participants saw their resp. organization as bemfgvour of engaging in a CIP prograifigure
19) and, most participants said that they would find it very useful or useful if tleeganization
participated in a CIP program

Opinion security officers towards CIP
engagement

AN

= strongly in favor = rather in favor = rather ambivalent

= strongly ambivalen= no answer

Figurel9: External_Opiniosecurity officers towards CIP engagement

Thenecessity of thaain external cybersecurity framework should\asible in the daily work liferas
clearer than at the internal organizations: 16 representatives of external organizations said that they
would prefer a visibleframework, e.g. by regular status reporfBen participantsvish to have a
framework that runs invisible in the backgrourteiqure20).
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What do you wish an external framework
should look like in your daily work life?

= invisible in the backgrouncm visible, e.g. by regular status repor= no answer

Figure20: External_Invisible vs. visible framework

For the question ohow to interact with an external cybersecurity framewarkhe daily work life
the answers were agalike the internalorganizationresponses14 participats would liketo have a
framework that would run completely by itseljevenwould likea framework thatneeds input by

the user Figure2l).

Do you wish to interact with an external cyber
security framework in your daily work life?

= yes, | would like to have a system that needs input by me
= no, | would like to have a system that runs completely by itself

" no answer

Figure21: External_Interaction with external cybersecurity framework
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In general, the findings of the external user analysis are very similar to the interngsigrnaut the
participants of the analysis from the external organizations saw themselves as a bit more cyber
security savvy than the internal organization members.

For both internal and external organizationsbecame cleathat the organizations weréendeed

willing to offer the frame for a higher security awareness and that, in fact, most of the persons have
been trained on cybersecurity issues either by their own or by another organiz&ticaddition
severalpeopledid encounter cybesecurity inailents by person bubnly partially know what to do in

this case.

2 KSy AG O2YSa G2 G(KS SEUGSNYylLt 2NBFYATIFGAMRYAQ
provide a higher cybersecurityprotection would preferably need input by a staff member and
provides regular status reports. The internal organization members would also prefer to get regular
status reportsbut would preferthe systenmto run completely by itself rather tharequiringinput by

staff members.
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3.4 Concerns againsAl4HealthSeframework

Concerns regardinthe Al4HealthSeframeworkthat we concludedfrom both the internal and the
external questionnairesicluded:

1 Framework vulnerability: New vulnerabilities in the organization due to the framework

1 Systemoverloading/Performance reduction: Loss of performance and usability in already
existing tools

1 Problems with integrating framework into existing IT infrastructure: Compatibility with all
type of infrastructure

1 Groups/persons needed for the maintenance agbport withAl4HealthSeéramework and

possible support delays: Not enough support if there is a problem with the framework

Lack of trust in the framework amongst staff

Stateof-the-art of the framework: Framework might not include latest information

Geneal concerns regarding clotlmhsed solutions

High expected effort for initializing and operating the framework

Missing transparency regarding features, capabilities and limitations of the framework

Possibility that the existence of a security frameworkimigad to carelessness

Ethical concerns of outsourcing the security management

Fear to take out business secrets to another company, framework might misuse private

information

Staff not trained enough to ussaich aframework

Diversity of medical devicesot easy to integrate in one platform

Framework does not work reliable.

{2YS SEGSNYyLIt 2NHIFIYyAT GiA2yaQ YSYOoSNB R2dz i

healthcare sector would be adaptable to other sectors as well.

=4 =2 =4 4 -4 48 A4 -2

= =4 =4

Therefore, it should beonsidered that an external framework must be compatible to numerous
already existing IT structures. Support should be provided (both with maintaining the framework and
with initializing it), and it should be guaranteed that the framework constantly is updateddiggar

the newest cybessecurity threats.

The framework might face a truggsuesg A 0 K G KS 2NHIyAT FiA2yQa &adl -
0S50l dzaS AG aAad TFTNRY |y -iRdgé & Ny FrdmewdrkBhbuytiAalsde G A 2
promoted asan additional auxiliarysourceto the existing cybersecurity solutiongith the concern

that it does not replacghem and thereforeit does not release individuals from their duty to take

care for cybersecurityDefined solutions for other critical infrastructurescahd be providedin case
itisplannedi 2 SEGSYR (KS FTNIYSE2N] Q& T2 OdzéntAisNgard G KS
anotherinRSLIGK Fylféeara 2F aLISOATAOLI (A 2y abepropadly dza S N
provided.
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3.5 Business Neds/ User Challenges

By analysingboth closed and open questions in the internal and external questionnaires, we were
able to exclude a list of six business neetisb(e3). Thoseneeds depict challenges that need to be
faced when creating aAl4HealthSetramework.

Table3: Business Needs/ User Challenges

Business Need ID Title Description

BN1. Prediction and My organization needs to forecast ar
Prevention of Attacks | prevent cyberattacks.

BNZ2. Vulnerability My organization needs a framework |
Assessment assess its cybesecurity weaknesses.

BNS. Awareness Creation an My organization needs a bettewareness
Prevention of Humar and higher knowledge concerning the st
Errors when it comes to cybesecurity topics.

BN4. Detection of Abnorma] My organization needs a system
Patterns and Creation ¢ automatically detect abnormal patterns
Warnings my IT and create warnings.

BNS5. Simplification of the My organization needs a simpler process
Process of Ris risk assessment.
Assessment

BNG6. Development of Long My organization needs a lorgrm and
Term Strategy of Ney comprehensive cybesecuritystrategy.
Protection Solutions.

At this pointof the project all challenges are rather broaahd areto make sure that all the basic
needs of potential users are depicted.

4 wSadzZ GaY 52YFAY NBIldzZANBYSyda StAOAGHG.
Enriching the findings from a user perspectitiee next pillar includes thelicitatiorelicitation of
requirements from the domain perspective.

4.1 Healthcare security management standards and best practices

This section describes a set of international and national standards and best practicesdealichgsii

related to theAl4HealthSeproject. In particularin section4.1.1an outline of security management
standardsincluding the ISO/IEC 27000 family of stamtt$, which is the main international standard

for information security management systems and the National Institute of Standards and
Technology (NIST) SP 800 publication, which provides guidelines for securing IT infrastructure from a
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technical perspectie. S2ction4.1.2 outlines management standards specifically for the health care
domain, including the 1ISO14971, ISO/TR 22696, UEC 80001, 1ISO13606, the UK National Health Servir
Data Security Standard and tHeO/IEC 81001. Section4.1.3 concludes with an outline of relevant

best practices and guidance from FDA, HIPAA, the EU and ENISA.

4.1.1 Security Management Standards

ISO/IEC 27000:2018he I1SO / IEC 27000 is the family of international standards that define the
requirements for setting up and managing the Management System of Information Security. It
provides good practice recommendations on Information Security Mamemt Systems (ISMS). The
series of ISO / IEC 27000 is broad in scope. It is applicable to all types of organizations (e.g
governmental agencies, large companies. small and medium size enterprises) which intend to
manage risks that could compromise theganization's information security. Essentially, the 1SO
information security risk management process can be applied to the organization as a whole; any
discrete part of the organizatiore(g.,a department, a physical location, a service); any information
system; and any existing, planned, or particular aspect of contral friginess continuity planning).

It includes a family of standards that define requirements for an ISMS and for those certifying such
systems, it provides direct support, guidance amtrpretation for the overall process to establish,
implement, maintain and improve an ISMS, it addresses saptecific guidelines for ISMS and it
addresses conformity assessment for ISMS. The most relevaitdtdealthSestandards of the
27000 familyare outlined below.

ISO/IEC 27001:201i8 a standard that specifies requirements for the establishment, implementation,
monitoring and review, maintenancand improvement of an Information SecurfManagement
System The ISO/IEC 27001 doesmandate specific information security controls but stops at the
Management and Operational level. Usually, a group of analysts with high ICT expertise and
experience erifies the compliance of the organization with the defined requirements. However,
although, the compliance process requires the involvement of multiple users the collaborative
abilities of the standarare limited due to its inherent complexity. Practiyathe standard is mostly

used by large scale organizatioresg(, governmental agencies and large companies) since it is
considered too heavy for micro, small and medium size businesses. The ISO/IEC 27001 ISMS
incorporate continuous improvement processesuch as PlaboCheckk O o6t 5/ ! 0 2 NJ {
Define, MeasureAnalyse, Improve and Control (DMAIC) cyclésr instance information security
controls are not merely specified and implemented as a-offiectivity but are continually reviewed

and adjused to take account of changes in the security threats, vulnerabilities and impacts of
information security failures, using review and improvement activities specified within the
management system.

It should be noted that ISO/IEC 27001 is actually nofffecea method forrisk managemenbut

rather a compliance standard, reporting a list of controls for good security practices and the requisites
that an existing method should have to be standamimpliant. Specifically, it provides generic
requirementsthat a risk analysis and management haveaomply tothrough a recognized method
without to provide a specific method.
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ISO/IEC 27005:2018he ISO/IEC 27005 is part of the 27000 family of standards that describes the
Risk Management Process and its adgeit for information security and provides guidelines

for Information Security Risk Managemeand supports the general concepts specified in ISO/IEC
27001:2013 as well as the main principles and rules described in ISO/IEC 27002:2013. The information
securty risk management process consists of:

T /2yGSEG 9ailofAaKYSyldyYy AyiSyRa G2 RSTAYS i

1 Risk Assessment (Risk Analysis & Evaluation phasesd)to make decisions awdnsiderthe
objectives of the organization.

1 Risk Analysis (&k Identification & Estimation phases)tends to evaluate the risk level.

1 Risk Treatment (Risk Treatment & Risk Acceptance phasesjtuce, retain, avoid or transfer
the risks.

1 Risk Acceptance: review of the risk treatment, validation of selectedisofi selection of
residual risks, accepting a number of risks that can consider itself unable to deal, or are
acceptable to the organization

1 Risk Communicatiorio achieve agreement on how to manage risks by exchanging and/or
sharing information about sk between the decision makers and other stakeholders.

1 Risk Monitoring and Reviewo detect any chances in the context of the organization at an
early stage, and to maintain an overview of the complete risk snapshot.

However, it should be noted that thebgective of this standard is not to constitute a risk management
method but rather to fix a minimal framework and to describe requirements for the risk assessment
process itself, for the identification of threats and vulnerabilitidsch are requiredo estimate risks

and their level, toand hencebe inthe position to define an effective treatment plan. ISO 27005
proposes the use of both quantitative and qualitative methddr the calculation of risk levels,
however it does not support any specific technique for this purpose or any computational method to
analyseand combine the assessment information. The generic nature of the standard does not
include aspects that promotthe collaboration among the users.

ISO / IEC 2700&ovides guidance natlatedto the protection the information assets of a company
rather it provides recommendations for ensuring information security against risks to the
confidentiality, integrity ad availability of informationMoreover, the guidelines in ISO / IEC 27002
focus on ensuring the security of all forms of IT systems, networks, including data, and intellectual
property. The standard is tailored to the specific information risks and neé@sy organisation,
irrespective of size or type and offers recommendations on standard security practices that enable
an organisation to meet audit, regulatory and legal requirements. Therefore, by adopting ISO / IEC
27002, an organisation can be abtedssess its information risks, define control objectives and apply
appropriate controls (e.g asset management, compliance, operations security, communications
security etc.)

ISO / IEC 2700@ovides guidelines for the implementation of a managementesyisof information
security in accordance with ISO 27001. The goal of this standard focuses on the crucial aspects needec
for the successful design and implementation of ISMS within an organisation. In particular, it guides
the process of obtaining managemt approval to implement ISMS, defining ISMS project from
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planning, inception and design and final implementation phases. Mostly, tSkiBrisea set of
activities for the management of information security risks by which an organisation identifies,
analyses and addresses risks. ISMSurell K G 'y 2NAFyAal G§A2y@ded®dS OdzN
address the evedynamic security threats and vulnerabilities.

ISO / IEC 2701@rimarily focuses on the information exchange and sharing regarding the
mainterr YOS ' yR LINRPGSOUA2Y 2F |y 2NAHIFIYyAaAl A2y Qa |/
communicating and information sharing about security incidents, threats, vulnerahildied
controls, between organisations in the same or different sectongrotect Cl, meet legal, regulatory

or contractual agreements. In addition, it provides the basis and guidance on methods, models,
policies, processes, protocols, and controls, for the sharing of information securely with trusted
counterparties under altircumstances

ISO / IEC 2701grovides guidance on principles and processes for the governance of information
security, by which organisations can evaluate, diraod monitor the management of information
security. Italsoprovides a structure by whidme objectives of an organisation are set, the means of
attaining those objectives, and how performance monitoring can be achieved. In general, the
standard assists organisations to make informed and timely decisions about information security
issues in gpport of its strategic objectives by aligning security objectives with business strategy,
effective investment decisions on information security, ensuring transparency on information
security status, as well as achieving compliance with regulatory, adottband legal requirements.

ISO / IEC 27032bonsists of two focal areas. The first part deals with control measures for addressing
cybersecurity issues associated with the Internet, with a particular focus on providing technical
guidance for addressg common cybersecurity risks such as social engineering, hacking and malicious
software. The standard also provides recommendations with regards to the crucial measures for
addressing these risks, including preparing, detecting monitoring, and responding to attacks. The
secondfocal area of the standard provides a framework for efficient and effective information
sharing, collaboration, coordinatiorand incident handling amongst organisations.it includes key
elements for esblishing digital trust and processes for information interchange.

ISO / IEC 27033 another crucial standard that focuses on information security incident
management. It aims to complement other ISO standards that guide the investigation of, and
prepardion to investigate security incidentk addition, itprovides a basic definition of concepts and
phases for information security incident management, including a structured guideline for planning
and preparing incident management activities such as ctétg, reporting, assessingnd responding

to incidents. The guidelines consist of phases for planning and preparing security incident
management policies, security policies, establishing incident response team, incident management
awareness training, anidcident management plan testing.

ISO 27799lt deals with information security management and information security controls in the
healthcare industry. The standard provides detailed guidance on how best to protect the
confidentiality, integrity and availability of personal health data for anyone working in the health
sector or its unigue operating environments. Additionally, it gives guidelines for organisational
information security standards and information security management practices inclutieg
selection, implementation and management of controls taking into consideration the organisation's
information security risk environment.
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NIST SP 800rhe National Institute of Standards and Technology (NIST) of the United States is
responsible for estalishing technology, standardand metrics to be applied to the science and
technology industries. The NIST Special Publication (SP) 800 series present information of interest to
the computer security community. The series comprises guidelines, recommensiatechnical
ALISOATAOIGAZ2YAT YR lyydzrf NBLRNIA& 2F bL{¢Qa
publications, which are of interest to th&l4HealthSeproject.

NISTSP88On G DdzA RS T2 NJ / 2y RdzQIST SPBEBMida Standardzdavelégpady S y |
by NIST, which provides guidelines for securing IT infrastructure from a technical perspective. NIST SF
800-30 was one of the first risk assessment standards, and many other standards are influenced by
it. It has been widely used fanformation security risk assessment globally, and it is relevant to any
business with an IT component. Although the standard does not explicitly focus on health care, it
provides guidance for critical infrastructures including health care infrastructuteslso guides
determining appropriate courses of action in response to identified risks, as well as identifying specific
risk factors that are continuously monitored so that an organisation can decide if risks have exceeded
organisational risk tolerancand the different courses of actions that should be taken. Generally, the
guideline articulates the fundamental concepts associated with assessing security risks within an
organisation and an overview of the risk management process.

NISTSP 80O d & a I3y ILF/AFY2 NI | (0 A 2.yhe {pBposiziithis ublivatién js 4o provide
guidance for an integrated program for managing information security risks across all levels of
organisational operations including reputation, mission, functions, assets, anddudgis. It aims to
provide complementary enterprise risk management program that supports existingetatked
activities or programs of organisations by providing a structured and flexible approach for managing
risks with specific details of assessirggponding to, and monitoring risks continuously.

NISTSP80O NS wS@AaA2Yy H a{ SOdzNAR iiThis pullication & klpriovidd y &
guidelines to assist organisations in incorporating security into the IT systems development process
for ensuring a more costffective, riskappropriate security control. It describes the key security roles
and responsibilities needed in the development of information systems, as well as the basic
understanding of the relationship that exists between imf@tion security and SDLC. Overall, the
guidance focuses on the security aspects of SDLC.

NISTSP80PH & DdzA RS (i 2This pulflicatjors fGcdzedhon @ravidir guidance for ensuring
the protection and security of systems that perform control fuons such as ICS, SCADA systems,
and Distributed Control Systems (DCS). It elaborates the typical overview of ICS, identifies the
common threats and vulnerabilities to these systems, and provides different methods, techniques
andrecommendatios for mitigating the associated risks and security ICS.

NISTSP8Mpn aDdzA RS (2 [/ &0 SNJ ¢ RH&Hubicatianynfedslds provide vy  {
guidance to organisations on gathering, exchange, and sharing information on cyber threats to CI. It
addreses the process for sharing of cyber threat information within an organisation, for using cyber
threat information received from external sources, as well as for producing threat information that
can be shared with other organisations. The publication plesithe basic concepts of threat
information sharing, the benefits of sharing, challenges associated with sharing capabilities, including
important considerations for active participation and sharing relationship between organisations.
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NISTSRy n GPD2NIRSE 6 SNE S O dzNA Thé pupadsSof thiis pubBcatBridStiNsipport
organisations in improving their cyber event recovery plans, processes, and procedures to resume
normal operations in times of a disaster. The publication aims to extendirexisiST guidelines
regarding incident response by providing more detailed and actionable information guidelines on
planning, preparingand recovering from a cyber event, achieving continuous improvement of
recovery capabilities as well as integratingdh8 LINR OS&aaSa Ayd2 |y 2NBIY
plan.

4.1.2 Health Care domain management standards

ISO14971Medical devices Application of risk management to medical devicdse standardiSO
14971 (European versidaNISO 14971) concerns itself with the application of riskagement to
medical devices including software. The requirements describedthe standard provide
manufacturers with a framework within which experience, insight and judgement are applied
systematically to manage the risks associated with the use of medical dévibesstandard covers

the whole product lifecycle including peptoduction.

Certification according to ISO 14971 can be used as step towards certification according to ISO 13485
(Medical devices- Quality management systemsRequirements for regulatory purposésWhich

itself can be a step towards fulfilling markgpecific regulations, e.ghe Medical Devices Directive
93/42/EEC of the European Union

The third edition of ISO 14971 has been published in December 2019. ISO 14971 states the following
requirements on the risk management for medical devices

a. Themanufacturer has to establish, implement, document, and maintain a risk management
process. (Chapter 4.1)

b. The leadership of the manufacturer has to take responsibility for providing enough
resources for risk management and to delegate risk managementdmpetent staff.
Furthermore, it has to define a policy of risk acceptance criteria, which are based upon
relevant regulatory demands. (Chapter 4.2)

c. Staff planning and implementing risk management has to be qualified accordingly. (Chapter
4.3)

d. The manufacturer has to establish and document a risk management containing all risk
management activities during the product lifecycle. (Chapter 4.4).

e. The manufacturer has to keep a risk management file, which documents all identified risks
or dangers how they were processed to facility traceability of all risk related work. (Chapter
4.5) Especially it must be documented or referred to some documentation, how the following
activities where conducted:

! https://www.iso.org/obp/uif#iso:std:is0:14971:e®@:vl:.en

21S0 13485, https://en.wikipedia.org/wiki/ISO_13485

31S0 14971https://en.wikipedia.org/wiki/ISO_14971

4 Medizinprodukte- Anwendung_des_Risikomanagements_auf Medizinprodukte (ISO_14971:2019);
Deutsche_Fassung_EN_ISO_14971:2019
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1 risk analysis

1 risk evaluation

1 implementation andverification of measures to control risk

1 evaluation of remaining risks

In the following, the standard 1ISO 14971 details the four aforementioned activities. Before a product
release, it further requires a validation of the whole risk management procesp(€10). Lastly, it
mandates activities during and after production (Chapter 10).

At first, the activity risk analysis has to identify and describe the covered medical device, document
the personal and or organization performing the risk analysis, dmakito describe risk analysis itself.
Furthermore, it has to define the assigned purpose of the product and reasonably foreseeable misuse.
In addition, it has to define safety relevant properties. If applicable safety thresholds have to be
defined. Hazardare then to be identified based on the assigned purpose, the reasonably foreseeable
misuses and the safety relevant properties. For each of the identified hazards, the manufacturer has
assessed the resulting risks. (Chapter 5)

In the evaluation of risksOhapter 6), ISO 14971 requires evaluation of the assessed risks with regard
to the risk acceptance criteria of the risk management plan.

To control risks, the standard mandates (Chapter 7aralyse the possible options to handle risks
and to select optias that are to be applied. The selected options have to be implemented and their
implementation has to be validated. If the remaining risks after mitigation are still not acceptable, a
risk benefit analysis has to be performed. Every mitigation for ehaskio beanalysed for new risks
arising from its introduction. Lastly, the manufacturer has to ensure that all identified hazards are
either mitigated or acceptable. Chapter 8 requires to determine the overall remaining.risks

ISO/TR 22696 SATR 22696 was released in May of 2020 and the main purpose of the document is
to provide guidance for managing healthcare service security with connectable personal health
devices (PHDs).

The document uses the CIA concept (confidentiality, integaitg, availability) to define cybersecurity
focus. In chapter fauthors state that it is not easy to define which of the three aspects are the most
important in the healthcare domain and that all three should be considered equally valuable.

PHD Gateway

Application Application

PHD User Gateway User

5 Medizinprodukte- Anwendung_des_Risikomanagements_auf_Medizinprodukte (ISO_14971:2019);
Deutsche_Fassung_EN_ISO_14971:2019
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Figure22 PHDto-gateway Communication Model

Chapter 6 describes the security vulnerabilities and threads of PHDs. A schematic representation of
the bi-directional PHRo-gateway communication model is depicted Higure22. The document
defines 5 possible attack surfaces in that model: physical devices or gateway, users, application,
network, and data. The followg list contains the attack surfaces which are focused in ISO/TR 22696
with the respective security threats:
1. Physical devices or gateway: jamming scrambling, eavesdropping, exhaustion.
2. Users: device lost or stolen, unskilful device control, maliciousime, social engineering,
failure in human resources security.
3. Application: hardcoded password, simple password, malware, reverse engineering, firmware
re-flashing air-gap attack

In chapter 7t introduces three main objectives on how to prevent the thi®
T aX SyadzaNBE GKFIGd GKS LISNER2Y 2N SyidAade gK2
f SAAGAYIF OGS dzaSNJ 2NJ Sy (dAde (ssbtioh T2 NRI yOS
f aX SyadzaNBE | OOdzN> O FyR O2yaAiraidSyseadon27F |
7.3.1)
T aX ft2¢ 2yfte FdziK2NAT SR LIS2LX S 2N Sy
I OO2NRI yOS ¢ A (K (sdcto@B4flp a v 2F | 00S&aaxe
Each of them has a subset of the recommendations and the implementation guidance.
For a person or entity, mutl identification and authentication a procedure on user or entity
registration should be established (section 7.2.2). Additionally, all human users (section 7.2.4) and
devices (section 7.2.3) should be uniquely identified and authenticated.
To ensurethe accuracy and consistency of applications for PHDs and gateway, they should be
uniquely identified and authenticated (section 7.3.2). Any unauthorized change in them and
information should be detected, recorded, reported, and protected through integritgification
mechanisms (section 7.3.3). To introduce an upgrade to an application and firmware the appropriate
security policies and procedures should be established (section 7.3.4). All input data should be
verified to prevent malicious tampering attertgp (section 7.3.5) and information (stored and
transmitted) confidentiality should be protected (section 7.3.6).
To achieve access control secure-twgmechanism should be implemented (section 7.4.2). A special
account should be implemented for the emergy cases (section 7.4.3). In a case of inactivity for a
defined period, the user should be-rdentified and reauthenticated in the system (section 7.4.4).
The document also discusses the recommendations in the case of loss or theft (section 7.4.5).
IEC80001is a norm to describe the risk management when running IT systems in hospitals and other
healthcare providers. It includes requirements for risk management for medical IT networks (MIT),
i.e., networks that contain at least one medical device. IE@®&0s not required by law but describes
the state-of-the-art of risk management concerning MIT. It describes the following aspects:

6 Gateway- relay mechanism that attaches to two (or more) computer networks that have simitatibns but dissimilar
implementations and that enables host computers on one network to communicate with hosts on the other
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1 The hospital/healthcare provider manager should define a risk management strategy,

introduce and control risk managementqeesses, name a dedicated risk manager

The organization should document responsibilities, products and networks

The risk manager should process the risk management, collect and process relevant

information, and conveys between external partners, IT pressgdand internal departments

1 The product provider should give information on their produeg(,information flow in the
network)

The main objectives of IEC 80001 are to find risks, to assess risks, to control rislevaiuiage risks.

1
1

ISO 13606s a standard with the main objective to define a rigorous and stable information
architecture for communicating part or all of tii#ectronicHealth Record (EHR) of a single subject of

care (i.e. patient). The communication can be between EHR systemgedieEHR systems and a
centralized EHR data repository. ISO 13606 is also applicable for communication between an EHR
system and clinical applications that need to access EHR data. All communication approaches are
reached by a Dual Model architectynhich defines a clear separation between information and
knowledge. Information is structured through a Reference Model; knowledge is based on archetypes
¢ formal definitions of clinical information models, g.discharge reports or glucose measurements.

The Reference Model represents data instances and the Archetype Model semantically describes
those data.

UK National Health Service (NHS) Data Security StandaklNHS digital, data and technology
services should achieve the Data Security Standards estjuinrough the Data Security and
Protection Toolkit (DSPTPSHis an online tool that enables relevant organisations to measure their
performance against the data security and information governance requirements mandated by the
Department of Health an&ocial Care (DHSC), notably the 10 data security standards set out by the
National Data Guardian in the 2016. The sslfessment is accomplished through confirming
assertions and providing supporting evidence. Health and social care organisations cothplete
DSPT as an online sasessment against the National Data Guardian Standards. They are required
to complete the seHassessment every financial year. The-asfessment provides the organisations
with a level of Standards Not Met, Standards MetStandards Exceeded. Once organisations
complete their seHassessment, they publish the result. They are required to publish every financial
year but can publish more often if the s@l§sessment have changed.

These Standards along with their relevant rdatory assertions are:

S1. All staff ensure that personal confidential data is handled, stored and transmitted securely,
whether in electronic or paper form

1 There is senior ownership of data security and protection within the organisation

7 https://www.dsptoolkit.nhs.uk
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1 There are cleadata security and protection policies in plaead these are understood
by staff and available to the public

A > 4 oA X
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Records of processing activities are documented for all uses and flows sunaér
information (GDPR Article 30 and DPA 18 Schedule 1 Part 4)

Personal information is used and shared lawfully
The use of personal information is subject to data protection by design and by default

Effective data quality controls are in place aedords are maintained appropriately

= = =2 =2

There is a clear understanding and management of the identified and significant risks
to sensitive information and services

S2.All staff must understand their responsibilities under the Data Security Standards, macthdir
obligation to handle information responsibly and their personal accountability for deliberate or
avoidable breaches.

1 Staff are supported in understanding their obligations under the National Data
DdzZl NRAI Yy Q& 5F0F {SOdz2NAGe& { Gl yRIFINRA

S3. All staff canplete annual security training that is followed by a test, which can baken
unlimited times but which must ultimately be passed. Staff are supported by their organisation in
understanding data security and in passing the test. The training includesnber of realistic and
relevant case studies.

1 There has been an assessment of data security and protection training needs across
the organisation

1 Staff pass the data security and protection mandatory test

1 Staff with specialist roles receive data seguehd protection training suitable to their
role

1 Leaders and board members receive suitable data protection and security training

S4.Personal confidential data is only accessible to staff who need it for their current role and access
is removed as soon disis no longer required. All access to personal confidential data on IT systems
can be attributed to individuals.

1 The organisation maintains a current record of staff and their roles

1 Organisation assures good management and maintenance of identity axedsacontrol for
its networks and information systems
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1 All staff understand that their activities on IT systems will be monitored and recorded for
security purposes

1 You closely manage privileged user access to networks and information systems supporting
the essential service

1 You ensure your passwords are suitable for the information you are protecting

S5.Processes are reviewed at least annually to identify and improve procegses have caused
breaches or near misses, or which force staff to use workatswhich compromise data security.

1 Process reviews are held at least once per year where data security is put at risk and following
data security incidents

1 A confidential system for reporting data security and protection breaches and near misses is
in place and actively used

S6.Cyberattacks against services are identified and resisted and NHS Digital Data Security Centre
security advice is responded to. Action is taken immediately following a data breach or a near miss,
with a report made to senior managnent within 12 hours of detection.

1 All user devices are subject to awmtrus protections while email services benefit from spam
filtering and protection deployed at the corporate gateway

1 Known vulnerabilities are acted on based on advice from CareCHEiRIEsaons are learned
from previous incidents and near misses

S7.A continuity plan is in place to respond to threats to data security, including significant data
breaches or near misses, and it is tested once a year as a minimum, with a report to senior
management.

1 Organisations have a defined, planned and communicated response to Data security incidents
that impact sensitive information or key operational services

1 There is an effective test of the continuity plan and disaster recovery plan for datatgecur
incidents

1 You have the capability to enact your incident response plan, including effective limitation of
impact on your essential service. During an incident, you have access to timely information on
which to base your response decisions

S8.No unsupjprted operating systems, software or internet browsers are used within the IT estate.
1 All software and hardware has been surveyed to understand if it is supported and up to date

1 Unsupported software and hardware is categorised and documented, and datatgecsks
are identified and managed

1 Supported systems are kept #ip-date with the latest security patches
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1 You manage known vulnerabilities in your network and information systems to prevent
disruption of the essential service

S9.A strategy is in plader protecting IT systems from cyber threats which is based on a proven cyber
security framework. This is reviewed at least annually. NHS Digital Data Security Centre assists risk
owners in understanding which national frameworks do what, and which compgserae intended

to achieve which outcomes.

1 All networking components have had their default passwords changed
1 A penetration test has been scoped and undertaken

1 Systems which handle sensitive information or key operational services shall be protected
from exploitation of known vulnerabilities

1 You securely configure the network and information systems that support the delivery of
essential services

1 The organisation is protected by a walhnaged firewall

S10.T suppliers are held accountable via contrdotgrotecting the personal confidential data they
process and meeting the Data Security Standards.

1 The organisation can name its suppliers, the products and services they deliver and the
contract durations

1 Basic due diligence has been undertaken agairmthesupplier that handles personal
information in accordance with ICO and NHS Digital guidance

ISO/IEC 81001 Health software and health IT systems safety, effectiveness and security (current
status under publication).This standard focuses on the impantae of information transfer as a
product moves from manufacturer to implementer & integrator to user, identifying and defining also
common terms to harmonize the definitions used across the lifecycle where possible. This
information would relate to risk, sability, configuration, and other important information that is
necessary for stakeholders to transfer and maintain ownership of the product.

2 KAf Al GKS OSNEA2Y Aa dzy RSN FAYLFE | LIINRGFE 0SS
0 K G ghorsafgty, effectiveness and security for health software and health IT systems (including
medical devices), requires a comprehensive and coordinated approach to optimizing safety,
effectivenessand security.

The health care sector is a very compler @s several different stakeholders with separate roles are
involved throughout the life cycle of health software and health IT systems. According to the
standard, the lifecycle of a product development can be divideathree phases:
1. Y5SaA3ay WYRy b St 25Q g KSNBE GKS ARSYGAFASR |
and includes the following steps:

a. Concepts and requirements definitions
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b. Design

c. Development
d. Testing, Verification, Documentation and

e. Production and Release
2. WLYLX SYSy I wh&rg yhe acéountalli®y sits with the health care delivery

organisation and includes the following steps:

a. Acquisition
Installation, Customisation and Configuration

b.

Integration, data migration, transition, and validation
Ada

C.

d.
3. W/t AYAOL f 1asS
includes:
a. Operations and maintenance

Implementation, workflow optimiation and training
t KFAaSQ 6KSNB | O02dzyil ofS

b. Decommissioning
The framework identifies two main core themes and includes terms, definjteoms$ concepts. The

two core themes are Governance and Knowledge transfer.

The Governance includes:
1. Organisation culture, rolesind competencies

2. Quality management

3. Information management

4. Human factors/ usability
The Knowledge transfer includes:
1. Riskmanagement
2. Safety management
0S dzaé

3. Security management
AlG Oy

4. Privacy management

I OO2NRAY3I G(GKS &adlyRINRQaE &a02L)S=:

FYR KSIfGK L¢ aeaiasSvya tAFS 020t SQ AyOfdzZRAY3AY
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1 Organizations, health informatigsofessionals and clinical leaders (including health software
developers)

1 medical device manufacturers, system integrators, system administrators

1 Healthcare service delivery organizations, healthcare providers and others who use these
systems in providingealth services

1 Governments, commissioners, monitoring agencies, professional organizations and
OdzaG2YSNE aSS{i{Ay3a O2yFARSYOS Ay |y 2NEI YA
effective and secure health software, health IT systems and services

1 Organizations and interested parties seeking to improve communication in managing safety,
effectiveness and security risks through a common understanding of the concepts and
terminology used in safety, effectiveness and security management

1 Providers of traimg, assessment or advice in safety, effectiveness and security risk
management for health software and systems

1 Developers of related safety, effectiveness and security standards.

4.1.3 Best Practices and Guidance

US Food & Drug Administratio(FDA). In the US, the FB/as the responsibility to protect public
health among others by ensuring the safety, efficacy, and security of drugs, biological products and
medical devices. The FDA have regulatory responsibilities and enforce relevant laws aatibregyul
approve FDAegulated products, and provide guidance documents as well.

In a medical device security guidaficehe FDA instructed manufacturers to include cybersecurity
risks assessment during the design and development of their devices. Thisgeliidias not an
enforceable regulation but informed manufacturers of established best practices and of cybersecurity
issues that should be addressed. The guidaste¢es i K| § a O&@ 06 SNARSOdzNR (& G KN
sector have become more frequent, Mo SSNBEZ | yR Y2NB Of AyAOl f &
recent cybersecurity attacks have made medical devices and hospital networks inoperable and led to
delays and disruption with the potential to cause patient harm. The FDA regards medical device
securty as a shared responsibility among health care facilities, patients, health care providers,
manufacturers of medical devices, and other relevant stakeholders.

As part of the software validation and risk analysis required by 21 CFR 820.30(g), software
manuacturers are advised to include a cybersecurity vulnerability and management approach,

8 fda.gov
° https://www.fda.gov/regulatoryinformation/searchfda-guidancedocuments/contempremarketsubmissions
managemenricybersecuritymedicatdevices
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including cybersecurity controls that maintain safety and effectiveness, where appropriate.
Manufacturers are advised to apply a Hs&sed approach when determiningelsecurityrelevant

design features and the level of cybersecurity resilience required. A Cybersecurity Bill of Materials
6/ .hato Aa O2YyaARSNBR I GONRGAOIET StSYSyid Ay A
The FDA advises to decide on the neededisBccontrols based among others on the intended use,

the functionality of the data interfaces, the type of cybersecurity vulnerabilities, the exploitability of
the vulnerability and the risk of patient harm in the case of a breach.

Several key elements exe proposed to be considered when addressing cybersecurity: (1)
identification of assets, threats, and vulnerabilities; (2) assessment of the impact of threats and
vulnerabilities on functionality and erdsers; (3) assessment of the likelihood that aneuhbility is
exploited; (4) identification of risks levels and mitigations; and (5) assessment of the residual risk and
risk acceptance criteria.

According to their cybersecurity risks based on the above elements, the FDA identified two tiers of
devices:(1) Higher Security Risk and (2) Standard Security Risk. For Tier 1 devigaarkate
submitted documentation should demonstrate how the device design and risk assessment
incorporate the cybersecurity design controls. For Tier 2 documentation shouler eiémonstrate

that the specific design features and cybersecurity design controls are included or provide a risk
based rationale for why the specific cybersecurity design controls are not appropriate.

The key design controls are as follows:

1 Identify and potect device assets and functionality
o Prevent unauthorized use
o Ensure trusted content by maintaining code, data, execution integrity
o0 Maintain integrity of data
1 Detect, respond, recover
o Design the device to detect cybersecurity events in a timely fashion

o Design the device to respond to and contain the impact of a potential cybersecurity
incident

o Design the device to recover capabilities or services that were impaired due to a
cybersecurity incident

This FDA guidance, for which compliance is voluntargxjgected to have a significant role in
improving cybersecurify.

10 https://www.databreachtoday.com/fddassuesmore-medicatdevicesecurityguidancea-8805
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Health Insurance Portability and Accountability Act (HIPAA). FRiB2AUS federal law that required

the creation of standards to protect sensitive patient health information from discéosuthout

patient consent or knowledge. The US Department of Health and Human Services (HHS) issued the
HIPAA Privacy Rule to implement the requirements of HIPAA. The Privacy Rule standards address the
dzaS FYyR RA&AOf24ad2NE 2F AYRNBA RO ERQKKIST & K KA XV
ddz0 2SO0 (2 GKS tNAGIOe wdAS 6a0208SNBR SYGAdAsS
OlFly 06S &aKINBR gA0K2dzi [ .yfor puliRtiedith pugmsésndnen redeirdd 2 NA
by law, and in several other wedlpecified situations). In all other cases, consent needs to be obtained

or the data needs to be adequately -ti#entified.

The HIPAA Privacy Rule standardizes as well dataR&y G A FAOIF G A2y (2 LINRGS
prevent identity disclosure following the release of patient data for secondary use. HIPAA proposes
two de-identification methods, Expert Determination ai®hfeHarbair. This standard has global
relevance as is the most prescriptive standard for datadéatification and can be effectively
translated into policies, procedurgand processes. Both methods have been widely implemented,
with the Expert Deternrmation method reaching increased adoption recently due to its 4 key
characteristics: (1) applies generadlgcepted statistical or scientific principles, (2) quantifies the risk

for re-identification and limits it to a very small risk deemed acceptabled{@uments and reports

on the process and on the results, (4) is carried out by an expert. This methodology allows for the risk
to be quantified and effectively balances risk with data ufifity

The HIPAA Privacy Rule safegudPdstected Health Information (PHI). The HIPAA Security Rule
protects a subset of information covered by the Privacy Rulg allendividually identifiable health
information a covered entity creates, receives, maintains, or transmits in electronic form. To comply

with the HIPA security rule, a covered entity must comply with several requirenté&pits'! segnalibro
non e definito..

1 Ensure confidentiality, integrity, and availability of all electronic PHI

1 Detect and safeguard against anticipated threats to the security of the PHI
1 Protect against anticipated impermissible uses or disclosures

1 Certify compliance by their workforce

In the Security Rule confidentiality means that electronic PHI is not avakabtiisclosed to
unauthorized persons. Integritgan bedefined as the requirement that ePHI is not altered or
destroyed in an unauthorized way. Availabihiitgarsthat e-PHI is accessible and usable on demand
by authorized persorié. The covered entitieare enabled to decide which security measures to use,
but they need to consider (1) their size, complexépd capabilities, (2) their technical, hardware,
and software infrastructure, (3) the costs of the planned security measures, and (4) the likedimbod

11 https://www.cdc.gov/phlp/publications/topic/hipaa.html
2yd 9f 9YIFY FyR [® ! NbdzO1tSs al!yz2yeYATAy3a | SIHEGK 510Gl ¢
13 https://www.hhs.gov/hipaa/forprofessionals/security/lawsegulations/index. html
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impact of potential risks to-€HI. The security measures need to be regularly reviewed to ensure
continuous protection that deals with changes in the environment.

The covered entities need to carry out risk analysis as an ongoing process, to restedsy track
access and detect incidents. Both the effectiveness of the security measures and the potential risks
need to be regularly assessed. Covered entities are required as well to put in place administrative,
physical and organizational safeguardstotect the ePHI. The rule requires as well that appropriate
policies and procedureshat are in place, are adequately documented. The documentation is
reviewed and updategeriodically

EU Regulation 2017/745 on Medical DevicesMedical Device Refion (MDR) or European
Medical Devices Regulation.
This Regulation applies in all EU member states and it repeals Directive 93/42/EEC, concerning
medical devices and Directive 90/385/EEC concerning active implantable devices. Regulation
2017/745 focusesn:
1 Unified designation and control of Notified EU Bodies based on concrete requirements
1 Creation of a coordination group (Medical Devices Coordination Group, MDCG) consisting of
Notified Experts from all EU member states
1 Implementation of a mean of cordl for the conformity assessment of medical devices with
high risks by including a panel of expesgsr(tinyapproach)
Detailing the requirements for a clinical assessment
Detailing the process of allowing clinical assessments of medical devices aadrzerte
studies of invitro-diagnostics
Stricter regulations on vigilance system
Rules concerning the fese of medical onéime products
Provision of a Unique Device ldentification number (UDI)
Widening the European database for medical devices andrio diagnostics (EUDAMED) and
providing partially public access to the EUDAMED
1 New classification rules forvitro diagnostics so that it gets similar to the fetlassessystem
of medical devices
1 Inclusion of European reference labs to assesstin diagnostics belonging to the highest
class of risk
1 Introduction of a concept to clinically asseswitmo-diagnostics

= =4
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ENISAt KS 9QdzNRBLISFY ! yAz2y 1 3Sy0Oe F2NJ / &0SNARSOdzZNA
common level of cybersecurity acrdsarope. For this, ENISA cooperates closely with the EU member
states and other stakeholders. It aims to provide advice and solutions and to improve the member
& a1l G S asacurify&ap&bhities. Furthermore, ENISA supports the development of cooperative
responses to largscale cybesecurity incidents crossing national borders. The agency aims is to
provide a centre of expertise for member states and EU institutierts ,(he Commission) where it

is possible to seek advice.
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4.1.3.1 Incident handling of MedicaDevices
The Article 2 of Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April
2017246 aSRAOIf 5S@PA0OS wS3dzZ I GA2Yy anaidstument, afafatus, S &
appliance, software, implant, reagent, material dher article intended by the manufacturer to be
used, alone or in combination, for human beings for one or more of the following specific medical
purposes
1 diagnosis, prevention, monitoring, prediction, prognosis, treatment or alleviation of disease,
1 diagnosis, monitoring, treatment, alleviation of, or compensation for, an injury or disability,
1 investigation, replacement or modification of the anatomy or of a physiological or pathological
process or state,
1 providing information by means of in vitro examiiat of specimens derived from the human
body, including organ, blood and tissue donations,

and which does not achieve its principal intended action by pharmacological, immunological or
metabolic means, in or on the human body, but which may be assisitsdumction by such means.

The Annex | of the MDR also states thmaanufacturers shall set out minimum requirements
concerning hardware, IT networks characteristics and IT security measures, including protection
against unauthorised access, necessaryutothe software as intended.

With the purpose of supporting healthcare stakeholders in respecting the regulations and the
requirements of the MDR, th&ledical Device Coordination Gro(ldDCG) (MDR Article 103) has
been established by EC. This Group ismmsed of representatives of all Member States and it is
chaired by a representative of the European Commission. Endorsed by the EC, MDG is actually
providing a set of guidance documents to assist stakeholders in implementing the medical devices
that respec the actual regulation®. Among these documents, the MDGC released in December 2019
the Guidance on Cybersecurity for medical devfoehere a comprehensive highlight of incident
handling procedures related to medical devices is reported.

In general, intie case of medical device, an incident can be defined as an event that causes, or has
the potential to cause, unexpected or unwanted effects involving the health and safety of patients,
users or other persons. General incidents in medical devices maydaest®:

shortcomings in the design or manufacture of the device itself;

inadequate instructions for use;

inadequate servicing and maintenance;

locally initiated modifications or adjustments;

inappropriate user practice;

inappropriate management procedures

inappropriate environment in which a device is used or stored;

selection of the incorrect device for the purpose.

= =4 4 -4 -4 -4 -5 -1

14 https://eur-lex.europa.eu/legatontent/EN/TXT/HTML/?uri=CELEX:32017R0745&from=EN
15 https://ec.europa.eu/health/md sector/new requlations/quidance en
16 https://ec.europa.eu/health/md sector/new requlations/quidance en
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Focusing orsecurity incidentsand according to MDR, a security incident is any malfunction or
deterioration in the characteristics or performance of a device made available on the market,
including useerror due to ergonomic features, as well as any inadequacy in the informationiedppl

by the manufacturer and any undesirable sigiéect. Furthermore, MDR distinguisheserious
incident,defining them as any incident that directly or indirectly led, might have led or might lead to
any of the following:

the death of a patient, user ortleer person;

the temporary or permanent serious deterioration of a patient's, user's or other person's;
state of health;

a serious public health threat.

D2.1
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A list of examples provided By on the distinction between incidents and serious incidents arising
from medical devices from the point of view of cybersecurity are reported in the next Table, which
also shows the corresponding foreseen control measures, security control/incident handling
measures and, finally, safety controls that are needed to be implged in order to eliminate or
mitigate the risk of patient harm (safety harm) caused by incidents. In this way, the Table also
provides a representation of the relationship between cybersecurity risk management and patient
safety management.

Tabled: Examples of medical devices' incidents and corresponding severity, security harm and costafdtghdrm

and control
Serious Risk Device Security Harm Security Control Safety Harm Safety Control
Incident | Relationship
(Yes/No)
Yes Security risk| External Custom malware ig Establish messag{ Increased, N/A
with a safety | Programmer for| installed on the| authentication decreased, and/or an
impact an implantable| External Programmer /| between intermittent
Deep Brain| Modification of | Programmer and| stimulation not
Stimulator External Programmel IPG and| intended in the
function, including| Programmer current
stimulation prevents installation| programming
parameters. of third-party | parameters or,
applications and| inability to change
limits access to thel programs or control
programmer device| the amplitude using
osS. the patient
programmer.
Yes Security risk| External External Programmel Implement User| Increased, Inductive
with a safety | Programmer for| is used by an| Authentication on| decreased, and/or an Programming
impact an implantable| unauthorized user to| External intermittent Wand is required
Pacemaker adjust therapy sdings | Programmer. stimulation not | to start
gAGK2dzi G K intended in  the | commurication
knowledge. current session with the
programming IPG (requires|
parameters. close patient
proximity)
Yes Security risk| Implantable An attacker modifies| Connection protocol| Physician fails to| N/A
with a safety| Sensor used tg or creates patient data| from electronics unit| treat based on
impact monitor in transit to or from | to clinician website| incorrect low PA

17 https://ec.europa.eu/health/md sector/new @qulations/quidance en
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Pulmonary the external | uses SSL/TL| pressure  readingg
Artery electronics unit, | encryption. leading to worgening
pressures  in| causing misdiagnosi 27 LI G A Sy
Heart Failure| that affects patient failure condition.
Patients care.

Yes Security risk| Pacemaker An unauthorized| Avoid possibility to| Avoid posdiility to | N/A
control with a person is able to| overwhelming the| overwhelming the
safety impact fatigue the device by| device. device.A premature

overwhelming the battery  depletion
device of requests. may occur.

Yes Security risk| A smartinfusion| Patient may | User type and acces| The smart infusion| N/A
control with a | pump with its | reconfigure the device,| right should well be| pump infuses more|
safety impact remote control defined. or less insulin than|

what was prescribed
by an authorized
user.

Yes Security risk| Any Medical | Network-spread Disconnect deviceg No direct safety| Use of alternative
control with | Device with | malware (worm) | from network. harm. (Indirect: MD| devices.
indirect safety | Windows OS encrypts the content not available).
impact (device of the system hard
availability) drive.

Yes Security risk| Anaesthesia An unauthorized user Access control| The anaesthesig N/A
with a safety | device with physicalaccess to| without password | device supplies 4
impact the device guesses th§ complexity wrong anaesthetic

weak password for the| enforcement. concentration
service account ang
manipulates the
configuration settings.

No Security sk | Warming An unauthorized user Access controll None N/A

only therapy device| with physical access tq without password
for premature | the device guesses th§ complexity
babies weak password for the| enforcement.
service account ang
exports therapy and
patient data via the
USB interface.

Yes Security risk| Warming An attacker floods the| N/A The therapy | N/A
with a safety | therapy device| network interface with functionality of the
impact for premature | tons of malformed device is not

babies service requests whic available.
causes the system tg
crash.

No Security risk| Monitoring An attacker eavesdrog N/A None N/A
only System the network

communication
between a local
patient monitor and
the central monitoring
station. Therefore the
attacker gains
possession of sensitiv
health information of
the patient.

Yes Security risk| Monitoring An  attacker  with| N/A Emergency N/A
with a safety| System physical access to thq measures are not
impact network manipulates a| carried in time

ventilator's alarm
messages sent to the
central monitoring
system.
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Yes Security risk| PACS An unauthorized user Network Access| There is the danger User checks
with a safety gains access to thq Security. of manipulation of | display data
impact local network and medical image data directly on

manipulates the and thus the danger| device.
network traffic of false diagnoses.

between a device ang

the PACS Software.

Yes Health damage| PACS An unauthorized user Security Awarenesy Health damage| User checks
caused by deploys malware| Training, Firewall,| caused by| display data
unavailability (ransomware, Antivirus ~ Solution,| unavailability. directly on

scareware). secure device.
infrastructure,
Backups.

No Security risk| PACS Employee stealing Implement a User| None. N/A
only data with mobile USB and Usergroup

storage on a&lient pc. | Permission
Environment.

No No Impact, | MR Network based| N/A None N/A
annoyance  of infection, leading to
the patient contaminated system.

System performs its
functions, but slows
down (at same time
notifies the operato)

Yes Security risk| X-ray Machine DICOM objects| Hardening /| Delayed diagnosiy N/A
control with a infected with | Whitelisting and treatment due
safety and executable malware| blocking execution| to unavailability of
security impact imported and | of DICOM objects. | compromised

exported  spreading networked systems.
across PACS an

medical device

network.

As seen from the previous Table, the severity of a cybersecurity incident arising from a medical device,
as well as the security controls to mingae/handle each one of them, depends not only on the
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handling procedures are strictly bounded with the device type, purpose and application, as well as
with the security violation. For these reasons, the need of identifying specific incident
minimisation/management approaches for each device and @theck is a great challenge.

Another crucial aspect for the incident handling of medical device iptsemarket surveillance and
vigilance which is mandatory for medical devices manufacturers to be implemented. The rapid
evolution and changes afybersecurity vulnerabilities could make the controls and incident handling
procedures implemented during pmaarket activities inadequate to maintain an acceptable benrefit
risk level. An effective and successful pogtrket cybersecurity surveillance pmagn should be
defined, including the following aspects:

1 operation of the device in the intended environment;

1 sharing and dissemination of cybersecurity information and knowledge of cybersecurity;
1 vulnerabilities and threats across multiple sectors;

9 vulnerability remediation;
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1 incident response.

The postmarket surveillance is implemented by the manufacturer by putting in pla@esh Market
Surveillance (PMS) systemd actively keeping the PMS system up to date (in accordance with MDR
Art. 83). Cybegecurity considerations for medical devices should be part of this PMS system. The PMS
system includeshe active and regulacollecton of user experience from devices on the market
(including third party software and hardware componentig reviewthis collectionand to timely
implement necessary corrective action, taking into account the nature and risks in relation to the
device. The manufacturer will involve the distributors of the device and, where applicable, the
authorised representative and impiars of the device in his system, in order to obtain the relevant
AYF2NNEFGA2Y FNBY GKS YINJ SO ¢KS ta{ FOGAGAGA
(MDR art. 84), where a set of information described in MDR Annex Il are reported. In partleella
PMS plan shall address the collection and utilization of available information:

1 information concerning serious incidents, including information from PSURs, and field safety
corrective actions;
records referring to nosserious incidents and data omy undesirable sideffects;
information from trend reporting;
relevant specialist or technical literature, databases and/or registers;
information, including feedbacks and complaints, provided by users, distributors and
importers; and
1 publicly availablenformation about similar medical devices.

= =4 =4 A

The postmarket surveillance plan shall cover at least:

1 aproactive and systematic process to collect any information referred to the previous pointed
list. The process shall allow a correct characterisation op#réormance of the devices and
shall also allow a comparison to be made between the device and similar products available
on the market;

1 effective and appropriate methods and processes to assess the collected data;

1 suitable indicators and threshold valutmt shall be used in the continuous reassessment of
the benefitrisk analysis and of the risk management as referred to in Section 3 of Annex | of
MDR,;

1 effective and appropriate methods and tools to investigate complaints and analyse market
related expetence collected in the field;

1 methods and protocols to manage the events subject to the trend report (MDR Art. 88),
including the methods and protocols to be used to establish any statistically significant
increase in the frequency or severity of incideasswell as the observation period;

1 methods and protocols to communicate effectively with competent authorities, notified
bodies, economic operators and users;
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1 reference to procedures to fulfil the manufacturers obligations laid down in MDR Atrticles 83,
84 and 86;

systematic procedures to identify and initiate appropriate measures including corrective
actions;

effective tools to trace and identify devices for which corrective actions might be necessary;
aPostMarket Clinical Followap (PMCF) plan, as refexd to in MDR Part B of Annex XIV, or a
justification as to why a PMCF is not applicable.

=

= =4

PMCF is a continuous process that updates the clinical evaluation and shall be addressed in the
manufacturer's PMS plan. When conducting PMCF, the manufacturerpsbalitively collect and
evaluate clinical data from the use in or on humans of a device which bears the CE marking and is
placed on the marketThe manufacturer as well shall perform this proactive collection and evaluation

if the device iut into servie within its intended purpose as referred to in the relevant conformity
assessment procedure with the aim of confirming the safety and performance throughout the
expected lifetime of the device, of ensuring the continued acceptability of identified risttsof
detecting emerging risks on the basis of factual evidence.

The PMS report must be preparesiymmarizinghe results and conclusions of the analysis of all the
data from the market. Data gathered from PMS system must be used to actively update:

1 theclinical evaluation;
1 the benefitrisk determination and to improve the risk management;
1 the design and manufacturing information, the instructions for use and the labelling;

Handling and remediation of cybersecurity incidents and vulnerabilities repohemigth the PMS
and vigilance systems shall be carried out conforming to the Security Risk Management procedures,
with regard to:

1 Assess the need for reporting serious and 1s@mnious incidents and of carryiugt field safety
corrective actions;

Enhancingsecurity capabilities;

Update the original Security Risk Assessment;

Update the Verification and Validation;

Update the original Security Benefit Risk Analysis

1 Update the Technical Documentation.

= =4 =4 =

Risk Management is generally understood as the disciplideafifying and measuring risks towards
safety and effectiveness resulting from the intended use and foreseeable misuse of a medical device
FYR NBRdAzZOAY3I GKSY ala FIN Fa LlaarotsSég G2 |
management for medicalevices according to the state-the-art can be found in the MDR Annex I,
Section 3, as well as in relevdrarmonized standards published in the Official Journal. Risks related

to data and systems security are specifically mentioned within the scopkeofitk management
process, to avoid any misunderstanding that a separate process would be needed to manage security
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risks related to medical devices. Specific methods and requirementf@never, used for security
NA&lad !'& |y SE!leN mighs e atvappropyale Sefit® cohtrol #oQriitifate the
disclosure of personal data, but when the medical device is used for interventional use or the display
2F QAGEHE aArdyas GKSy Wofl y Aytshoulding Be iniembided:y A a
the challenge in this case is to satisfy both security and safety requirements, which could have
O2YyiUN} adAYy3 NBldAAAGSED { SOdzNARGE& @dz YSNIF 0Af AL
product risk analysis for safety should therefaonsider the effects of security vulnerabilities to the
essential functioning of the product. The safety risk assessment might list generic security related
hazards identified for the product, such as but not limited to: denial of service, executernedery
corruption, gain information, gain privilege, etc. This is to avoid detailing every possible security
attack vectorwhich does not result in a different hazard for the product.

I Of SFNJ NBIjdANBYSYy(d T2N YSRA OIMDR, RicdtaieS thaRank y O A
risks associated with the operation of medical devices must be acceptable to enable a high level of
protection of health and safety. As mentioned above, this can be only achieved through the
establishment of an adequate balancettwveen benefit and risk during all possible operation modes
2F I YSRAOIfT RSOAOS® ¢2 GKAA SyRIE GKSNB Aa |
ASOdzNAGeé¢ |a GKSe NBftFdGS G2 Nralo

Finally, we remark that also ENISA published in January 2@#ibe focused on Cloud Security for
Healthcare Services]j3vhich aims to provide Cloud security practices for the healthcare sector and
to identify security aspectsThe reportincludes relevant data protection aspects, to lm®nsidered

when procuringCloud services for the healthcare industry, allowing in this way the identification of
the main incident sources and suggesting the correct handling procedures for tihaliso identifies

in a clear manner a reference Cloud architecture, the factors twomsidered during risk assessment,

and the risk mitigation measures, applying them to a typical use case that can be used to better
describe and introduce the incident handling related to medical device. In this use case scenario,
medical device data isanle available to different stakeholders using Cloud technolofpesxample

to enable remote patient monitoring for heart disease or diabetes patients. Medical device
manufacturers also provide medical device monitoring using Cloud computing technaiogy.
particular, in the use case framed by ENISA in [3] to highlight the cybersecurity risk and incidents
related to medical devices, a manufacturer produces a device to measure certain patient data (e.g. a
pacemaker measuring heartbeat). The device itselfiot able to communicate over the internet.
However, it can transfer measurements via Bluetooth to smartphones with an appropriate app from
the device manufacturer. The app can then transfer the aggregated measurements for a month to a
Cloud file storagerovider and share this information with the treating doctor, following the schema
depicted in nexFigure23.
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Figure23: ENISA cloudrchitecture model for medical device (extracted from [3])

When conducting a risk assessmemntuse cases such as the one depicted in the Figure, healthcare
organisations shoulbe consideredhe possible impact of a cybersecurity incidentaamfidentialty
(e.g,data breach leading to exposed patient datajegrity (e.g. alteration of important patient data)
andavailability (e.g, timely access to patient datajpncerningthe resultstaken from theliterature
analysigegarding thancident. This wold allow the healthcare organisation to assign an appropriate
guantitative or qualitative value to the risk impact depending on the specific risk assessment
methodology used. While this specific use case only involves collection of patient data that is the
subject to examination by medical staff, other use cases involving medical devices may include the
device itself taking actions based on measurements, resulting in a drastically different risk profile.

In summary, the aforementioned risk factors from which a cybersecurity incident related to medical
devices can arise, and that allawe identification ofthe main requirements for incident handling
are:

1 Confidentiality loss of confidentiality for similause cases may cause data subjects to
encounter significant adverse effects from unauthorised disclosure of their health data.
Within the scope of the specific processing operation, the impact from loss of confidentiality
is not necessarily considered @l since the disclosure of measurements such as heartbeats
is usually not as severe as disclosing other health démavever,if the data is exchanged in
its entirety through unsecure means (i.e. email) poses a risk in itself. In a broader context, the
impact of loss of confidentiality for use cases involving medical devices depends on the nature
of the data involved in the operation.

1 Integrity: in the case of loss of integrity, data subjects may encounter significant or even
irreversible consequences from unauthorized alteration of health data. For instance, doctors
may prescribe inappropriate medication. This impact is heavily influenced dyovkrall
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